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Department of Energy National Labs: 
Born from the Manhattan Project, now lead research in 
energy, security, and advanced technologies.
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ORNL’s mission

Deliver scientific discoveries and technical breakthroughs needed 

to realize solutions in clean energy and national security

and provide economic benefit to the nation
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ORNL has a rich history leveraging AI for science

1940–1970 20201980 1990 2000

The dawn of AI  
and the birth of 
the Turing Test

Navigating through 
the AI winter

A new era of AI: 
machine learning 
and strategic 
milestones

The onset of generative AI

Decade of AI ascendancy 
and revolutionary 
innovations

Generative AI: 
Expanding frontiers 
and ethical 
considerations

AI history 
over the years

1981
AI infrastructure 
supports 
spectroscopy, 
environmental 
management, 
nuclear fuel 
reprocessing, 
and programming 
assistance

1983
Robotics

2017
Summit: 
World’s “smartest” 
supercomputer 
optimized for AI

1979
Oak Ridge 
Applied Artificial 
Intelligence 
Project

1991
Automated
machines

Current
Frontier

• #1 HPL-MxP @10 exaflops 
for AI

• #2 on GREEN500

• 2021 ACM A.M. Turing 
Award 

• Scaled to 1T+ parameter 
AI model training
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AI is transforming science at ORNL

Oak Ridge Leadership 
Computing Facility 

Cyber Science 
Research Facility

High Flux 
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Spallation 
Neutron Source

Manufacturing 
Demonstration Facility

Center for Structural 
Molecular Biology
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Grand challenges in AI

The promise of AI is 
challenged by lack of:

• Safety
• Security
• Trustworthiness
• Energy efficiency 
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AI executive order is focused on grand challenges



8

Paradox of AI development

Easy to demo but hard in production

Hard problems are easy and the 
easy problems are hard 

Ever growing open research 
problems

Humans remain a roadblock

Unique challenges with cyber-
physical systems
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Misalignment 

https://openai.com/research/faulty-reward-functions
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Accuracy

Fairness

Privacy

Transparency
Considerations

Robustness

Energy-
efficiency

Multifaceted AI development
Develop methods to establish trust in AI systems, focusing on uncertainty, 
validation, causality, and privacy
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ORNL’s AI initiative
Secure, trustworthy, and energy-efficient AI

AI for scientific discovery and 

complex systems

AI for 

experimental facilities

AI for 

national security

Secure

Alignment

Cybersecurity

Robustness

Trustworthy

Validation 
and verification

Uncertainty 
qualifications

Causal reasoning

Energy efficient

Scalability

Edge

Novel AI hardware
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Foundation AI model(s) for science

Scientific &

Engineering

Datasets

Materials
Chemistry

Computer 

Science
Climate

Fusion Energy
Accelerators

Reactors

Energy 
Systems

Manufacturing

Autonomous

Experiments

Hypotheses 

Generation

Digital Twins

Inverse Design

Optimization

Accelerated

Simulations

Credit: Rick Stevens, ANL, FASST deck, 2023
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First open-source instantiation 
of a trillion-parameter model on 
Frontier

Since the model is too large to fit in one GPU’s 
memory, we automated the distribution of model 
across multiple GPUs using multi-dimensional 
parallelization

• First time setting and on non-NVIDIA hardware in 
open science 

• Achieved more than 80% efficiency (best use of 
hardware and thus energy efficient)

• Democratized recipe for the benefit of the 
scientific community  

Business SensitiveSajal Dash and team
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Accelerated materials discovery via trustworthy AI 
models on Frontier

Billions of 
potential 
candidates

Tens or 
hundreds  
of promising 
candidates

Traditional 
approach can 
take several years

Trustworthy AI foundation 
model to filter 
in mins or hours

Chromophores
Biomedical, MRIs, 
Quantum circuits

High-entropy 
alloy 
Aerospace, 
mechanical 
manufacturing, 
biomedicine

Massimiliano Lupo Pasini and team
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● Developed a large-scale AI foundation model (FM), pretrained on CMIP6 model simulation data and adaptable 
to various Earth system modeling tasks.

● Using 49,152 GPUs on 6,144 Frontier nodes, ORBIT achieves 70% scaling efficiency with a computing throughput of 

1.6 exaflops (finalist for the 2024 Gordon Bell Prize for Climate Modelling).

● ORBIT achieves competitive or better accuracy in forecasting critical atmospheric variables up to 30 days ahead.

Trustworthy AI model for accurate weather and climate 
predictions

Xiao Wang, Dan Lu, and team
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Analysis to ensure physical 
consistency

Uncertainty analysis to ensure 
reliable prediction 

V&V to ensure accuracy and 
reliability

Trustworthy AI
Develop foundational methods to establish trust in AI systems, focusing on 
uncertainty, validation, causality, and privacy
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Develop UQ methods for trustworthy AI model predictions which supports risk-
aware decision making and advances scientific discovery. 

Our UQ method has been successfully applied 
across multiple DOE-mission applications to 
advance the scientific discovery and facilitate 
clean energy generation.

https://github.com/liusiyan/UQnet

• Our UQ method enabled 
neutron diffraction 
experiment automation;

• It optimizes beam usage 
~50% efficiency.

• The optimized usage of 
beamline increase 
science productivity by 
~2X.

Efficient uncertainty quantification for trustworthy AI

Dan Lu and team

https://github.com/liusiyan/UQnet
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Develop causal AI models for discovering materials and process optimization 
with targeted applications in chemistry, biology and materials sciences

P(+) QR- P(-)

Causal models to probe 
phase transition in perovskites 

for device applications

f01 f03

Structural mode fingerprintMaterial structures

[Fj] : [D(a)1  ,…, D(a)n] , 
Fj : feature, Di (a) : displacement of ai atom

Target property

…

f00 f02 f04 f0n…

fnnf0n …

… … … … ……[Fj ]

f10

f26

f34

P

f33

f08

fij = [A]fij + �

fij = Gk(fij) + � i

Causal relations

Encoded representations

Generalized Causal AI workflow 
to guide reliable & trustworthy 
materials design & discovery

AI4Mat NeurIPS workshop (2023), Comp. Mater. Sci. 233 (2024).

Chem. Mater. 34 (2022), Chem. Mater. 35  (2023), Chem. Mater. 36 (2024).
Active causal learning for 
designing polar molecules 
for electronic applications

Causal AI for trustworthy scientific solutions

Ayana Ghosh and team
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Transformational approach to differentially private ML

Paper preprint: arXiv:2311.09200

Setting: Need to train and release 

ML on a private dataset with a 

formal privacy guarantee 

Approach: Leverage Exponential 
Mechanism (ExpM), which has a 

historically intractable distribution 

+ an auxiliary normalizing flow (NF) 

model to approximately sampling 

from the required density

Results: Can a model be trained by 

ExpM+NF? Yes! ExpM+NF-trained 

models have similar accuracy with 

three orders of magnitude smaller 

(better) privacy parameter than 
DPGSD (SOTA).

Bobby Bridges and team

https://arxiv.org/abs/2311.09200
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Outstanding scalability on 
Frontier with up to 4608 GPUs. 

We demonstrated our AI method on 

TOPAZ data generated at SNS

• Time-of-flight neutron instruments (e.g., TOPAZ) 

produce large data that require AI+HPC to 

enable real-time data analysis and decision 

making.   

• Our AI model on Frontier can process live neutron 
data from TOPAZ, analyze it in real-time, and 

decide when to end the experiment to save 

neutron beamtime.

• AI model could reduce the experiment time by 

around 30% at TOPAZ.

• AI system can increase the number of 

experiments that can be done within each 

experiment cycle at SNS and the future STS. 

Frontier-enabled AI for real-time experiment steering at 
neutron facilities

Junqi Yin and team
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Tiny AI and edge computing for materials characterization

Instrument

“Streaming” Edge

FPGA*

Jetson 
Nano

~64 MB/s ~ MB-GB/run

GPU “Far” Edge

DGX-2 16 GPUs

Feedback for control

Model Training

Imaging

Inference

• Real time segmentation for autonomous characterization

• Model training and refinement to handle out of distribution effects
Narasinga Rao 
Miniskar and team
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AI security research: Understanding risks and threats
A new field of research at the intersection of AI and cyber security research

AI SECURITY 
RESEARCH

Risks

Threats
Control

Robustness 

and reliability

A RT I F IC I AL
I NTE L L IGE N C E

R ES E A RC H

Optimization

Testing and validation
Scaling

Explainability

C YB E R
S E C URI TY
R ES E A RC H

Vulnerability research

Reverse engineering
Cyber 

physical systems

2 critical facets or AI security research: 
What are the threats emanating from AI systems?  

What are the threats to AI systems?
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Center for AI Security Research 
(CAISER)

CAISER utilize ORNL’s world 
class resources to analyze 
vulnerabilities, threats, and 
risks related to the security 
and misuse of AI. 
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The ORNL AI LDRD initiative leverages other ORNL 
initiatives and facilities to magnify impact

CAISER
Computing, labs

OLCF
Leadership 

computing

INTERSECT
Autonomous labs

SCIENTIFIC
USER 

FACILITIES
SNS, CNMS, 

HFIR

CITADEL
Secure HPC
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ORNL’s AI Academy

• AI Summer Institute

• AI Tutorial Series for Science

• AI for Science Bootcamps

• AI Workshops

• AI Expo

• AI Seminar Series
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FASST: Frontiers in Artificial Intelligence for Science, Security, 
and Technology
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FASST: Frontiers in Artificial Intelligence for Science, Security, 
and Technology

https://www.energy.gov/fasst



2828

FASST is focused on six crosscutting themes

AI for advanced 
properties inference 
and inverse design

AI and robotics 
for autonomous 
discovery

AI-based surrogates 
for high-performance
computing

AI for software
engineering and
programming 

AI for prediction and 
control of complex 
engineered systems

Foundation, Assured AI 
for scientific 
knowledge 

Energy Storage

Proteins, Polymers, 

Stockpile modernization

Materials, Chemistry, Biology

Light-Sources, Neutrons 

Climate Ensembles

Exascale apps with surrogates

1000x faster => Zettascale now

Code Translation, Optimization

Quantum Compilation, QAlgs
Accelerators, Buildings, Cities

Reactors, Power Grid, Networks
Hypothesis Formation, Math

Theory and Modeling Synthesis, 
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FASST: Frontiers in Artificial Intelligence for Science, Security, 
and Technology

https://www.federalregister.gov/documents/2024/09/12/2024-20676/notice-of-request-for-information-rfi-on-frontiers-in-
ai-for-science-security-and-technology-fasst
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Michael Levitt: Studied Physics, Masters Biology, Won Nobel 
in Chemistry
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Nobel prizes for AI
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